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Abstract

Handwritten Bangla Character Recognition has been an active area of research

in the field of Pattern Recognition and Image Processing. Some obstacles and

challenges have to be faced during the recognition process. Cursive nature

of Bangla characters is one of those challenges. Another challenge is similar

shape of Bangla characters. During handwriting, connected characters are also

found which is another major obstacle. Besides, multiple gray level of hand-

written characters, overlapped characters and lines during handwriting and

non-uniform background of handwritten script are also some other major chal-

lenges for Bangla character recognition.

Feature extraction is a major phase for any character recognition system. In our

work, we use gradient of pixels of the preprocessed image and distance between

connecting points of a single character as features. To classify the handwrit-

ten characters, we use Feed Forward Artificial Neural Network (ANN) with 50

neurons in input layer, two hidden layers with 50 neurons each and 50 neurons

in output layer.

Applying on a writer independent handwriter Bangla character sample database,

we get about 62% accuracy rate in correctly recognising characters. Here, hor-

izontal histogram technique is applied for character segmentation which gives

us 65% accuracy rate in segmenting individual characters. So, applying this

character recognition technique on better optimized character segmentation

technique, this character recognition can show significant improvement in rec-

ognizing handwritten Bangla character.

Keywords: Character Recognition, Handwritten Bangla OCR, Bangla Text

Recognition
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Chapter 1

Introduction

1.1 Background of the study

Optical Character Recognition (OCR) is a popular research topic in pattern

recognition, aimed to enable computers to recognize optical characters without

human intervention. The process of OCR involves several steps including seg-

mentation, feature extraction,and classification. Each of these steps has multi-

ple field to research. In the field of recognition of handwritten script, variation

of writing style and the skewness and overlapping of free style handwriting

complicate the task of segmenting and recognizing characters. Although many

methods on handwritten character segmentation and recognition have been

published in the literature for Roman, Chinese, Japanese and Arabic scripts,

but only few works are reported on the recognition and segmentation of Bangla

handwritten scripts.

1.2 Motivation

Recognition of handwritten scripts has a great potential in data and word pro-

cessing for instance, automated postal address and ZIP code reading, data

acquisition in bank checks, processing of archived institutional records etc.

Combined with a speech synthesizer, this process has proper utility for the

people who are suffering from physical disability. Digitization in Bangladesh

has started in very near past. Even before almost a decade or so, all records

whether of official or personal kind are kept in handwritten form, if not with a
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typewriter.

Segmentation of handwritten script is a critical task for the Optical Charac-

ter Recognition System. In Bangla, touching or overlapping occurs frequently

because of modified characters of upper-zone and lower-zone. Segmentation

of these touching characters is the main bottleneck in handwritten recognition

system.

Introduction of computer in personal work has lessened, but to convert the

previous works into digital format, scanned image is all we have and it needs

human help to retrieve the information out of a scanned image. So, recognition

of handwritten scripts is the prime topic in our field of research.

1.3 Objective of study

Bangla, like other Indic languages has a large set of character consisting of

50 characters and 13 character modifiers. Compound Characters add to the

complexity of Bangla alphabet. In the segmentation and recognition of hand-

written script, we can combine the knowledge of the difference of the basic

Bangla characters from other language. So, the main objectives of our study

are as follows:

• Getting familiar with the alphabet and the compound characters of Bangla

language.

• Studying the challenges and potential obstacles that may happen during

the recognition of a handwritten Bangla script.

• Studying the existing approach for recognition of handwritten script.

• Propose a novel approach for the recognition of Bangla handwritten

script.

• Testing the proposed approach with a large number of experimental data.
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1.4 Contribution

Choice of a good feature can greatly enhance the recognition rate of a typical

OCR system. Many features have been devised by other researchers for Bangla

character recognition. In our work, we have used gradient of pixels and distance

between connecting points of a character as features.

1.5 Thesis Organization

Chapter 1 discusses the motivation behind our work. Different features and

their extraction techniques are described in Chapter 2. In Chapter 3, pre-

processing phase for the scanned image, segmentation strategy for line, word

and character segmentation, our proposed feature and its extraction technique

and the recognition process of the characters using a classification tool are dis-

cussed. The experimental results and remarks on the experiments are discussed

in Chapter 4. Chapter 5 finally mentions our findings, summarizes our work

and discusses the future works regarding the recognition approach.
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Chapter 2

Related Works

2.1 Introduction

The prime objective of an Optical Character Recognition (OCR) system is to

convert a handwritten or printed document into machine readable text. A typ-

ical OCR system first preprocesses the scanned image of the document known

as pre processing stage. Pre processing stage includes gray scale image conver-

sion, text binarization, noise removal and skew detection and correction. At

the start of pre processing stage, the scanned document image is converted

into a gray scale image. This gray scale image is then converted into binary

image known as text binarization. Binarization separates the foreground (text)

and background information of the image. The most common method for bi-

narization is to select a proper threshold for the intensity of the image and

then convert all the intensity values above the threshold to one intensity value,

that is white, and all other intensity values below the threshold to the other

intensity, that is black. Scanned documents often contain noise that arises due

to printer, scanner, print quality, age of the document etc. That’s why, it is

necessary to remove this noise before we process the image. Now, text lines of

the document image may be skewed. This skewness must be corrected in order

to make the text lines horizontal. Skew angle is the angle that the text lines of

the document image makes with the horizontal direction. Skew correction can

be achieved in two steps. First, we estimate the skew angle θt and second, we

will rotate the image by θt, in the opposite direction.

After the completion of preprocessing stage, segmentation is done on the binary

image. Segmentation phase includes line segmentation, word segmentation and
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character segmentation. Different segmentation techniques are used by differ-

ent researchers. Our segmentation strategy is mentioned in Chapter 3. After

the segmentation phase, features are extracted from characters. A good choice

of feature can greatly improve the recognition accuracy of an OCR system.

After extracting features from characters, classification and recognition of the

characters are done using various classifiers like SVM, MLP, ANN, HMM etc.

We have introduced our feature extraction process and character classification

tool in Chapter 3.

In this chapter, some popular features and their extraction process are de-

scribed. Besides, the fundamental characteristics of basic Bangla characters

are also introduced here.

2.2 Overview of Bangla characters

Bangla is one of the most popular languages in the world. The set of basic

characters of Bangla consists of 11 vowels and 39 constants. So, there are 50

different shapes in the Bangla basic character set. The concept of upper and

lower case is absent in this script. There are two types of character modifiers in

Bangla. These are vowel character modifier and consonant character modifier.

A vowel taking a modified shape is called a vowel modifier. Similarly conso-

nants taking modified shape are called consonant modifiers. A consonant or a

vowel following a consonant sometimes takes a compound orthographic shape,

which is called as compound character. The following figures Fig: 2.1, Fig: 2.2,

Fig: 2.3 and Fig: 2.4 show Bangla basic characters, vowel modifier, consonant

modifier and compound character respectively.
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Figure 2.1: Bangla basic characters.

Figure 2.2: Vowel character modifiers in Bangla.

Figure 2.3: Consonant character modifiers in Bangla.

Figure 2.4: Compound characters in Bangla with orthographic shape.
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2.3 Different feature extraction schemes

2.3.1 Global feature extraction based on angular information

We know relative position of a pixel with respect to its neighbouring pixels of

a character will not change if the character is rotated in arbitrary directions.

Hence, relative angular information of the pixel with respect to its neighbouring

pixels will also not change. Since, relative angular information does not change

because of rotation, this angular information is used as one of the features [18].

Internal and external contour pixels of a character image are used to determine

the angular information feature [Fig: 2.5]. These angular information are com-

puted in such a way that they do not depend on the size and rotation of the

characters.

Figure 2.5: Illustration of angle computation from contour pixels. Here, (a)

is the original image, (b) contour pixels of the image shown in (a), and (c) is

an enlarged version of (b) where αi is the angle at the contour pixel Vi when

k = 3.

To get higher accuracy, a character is divided into zones to have zonal infor-

mation. Zone-wise angular information is computed here and hence higher

dimensional features are found. Circular and convex hull rings have been used

to get zone-wise features in this scheme [Fig: 2.6].

These circular and convex hull features are then combined. The purpose for

combining these features is to improve the recognition and classification results.

These features are then fed to a support vector machines(SVM)for recognising

the characters.
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Figure 2.6: (a) Seven circular rings and (b) seven convex hull rings are shown

on Bangla characters.

2.3.2 Chain code based feature extraction

Here, connected components of a character are used as features [4]. In Bangla

language, a character can have more than one connected component. Depth

First Search (DFS) approach is used for the detection of connected component.

Then, we need to determine the boundary rectangle of a connected component

to divide it into regions. After determining the boundary rectangle of the com-

ponent, this component is divided into four regions [Fig: 2.7] indicating four

quadrants in 2-D geometric system. The origin is the center of mass of that

component. With the origin and the bounded rectangle of the connected com-

ponent, four regions can be established.

Figure 2.7: Four regions for a connected component.

After the character has been divided into connected components and boundary
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of the connected components is established, a chain code is calculated for each

boundary. A chain code has two components: the coordinates of the starting

point and a chain of codes representing the relative position of the starting

pixel and its followers. The chain code is generated by using the changing di-

rection of the connected pixels contained in a boundary. The representation is

based on 4-connectivity or 8-connectivity of the segments. Here, for the genera-

tion of chain code, it is assumed that each pixel has eight neighbourhood pixels.

Figure 2.8: Slope convention for chain code.

As chain code for a closed boundary depends on the starting point of the

boundary, to make it invariant to the starting point, the chain code can be nor-

malized so that the resulting sequence of numbers forms a minimum integer.

Chain code formation is shown in Fig: 2.9.

When searching for a closed boundary continues,there is a variation of slope in

each region. The frequency of each directional slope at each region is recorded

and updated during traversal. There are 8 directional slopes in each region

[Fig: 2.8], therefore total 8X4=32 directional slopes for each connected compo-

nent feature. These 32 slope values or feature values are then normalized. Now,

recognition step recognizes the whole character, not its individual connected

component, therefore normalized features for each connected component are

averaged to get the total feature for the character. Then, a feed forward neural

network is used for the classification and recognition of the character.
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Figure 2.9: 8-directional chain code generation.

2.3.3 Shadow feature, centroid feature and longest-run feature

extraction

In this case, feature set consists of 76 features, which include 24 shadow fea-

tures, 16 centroid features and 36 longest-run features [6]. These features are

computed from 64X64 pixel size binary images of characters.

For computing shadow features, each character image is enclosed within a min-

imal square, divided into eight octants, as shown in Fig: 2.10(a− d). Lengths

of projections of character images on three sides of each octant are then com-

puted. Finally lengths of all such projections on each of the 24 sides of all

octants are summed up to produce 24 shadow features of the character image

under consideration. For taking the projection of an image segment on one

side of an octant, existence of a fictitious light source in the opposite side is

assumed. Directions of light rays for each side of all octants in a minimal square

is shown in Fig: 2.10(a− d). Shadow features of a sample character image are

illustrated also in Fig: 2.11.

Coordinates of centroids of black pixels in all the 8 octants of a digital image

are considered to add 16 features in all to the feature set. Fig: 2.12(a) and

(b) show approximate locations of all such centroids on two different character

images.
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Figure 2.10: An illustration of shadow features.Here,directions of fictitious light

rays are shown for taking the projection of an image segment on each side of

all octants.

Figure 2.11: Projection of a sample image.

Figure 2.12: Centroid features of two different character images.
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For computing longest-run features from a character image, the minimal square

enclosing the image is divided into 9 overlapping rectangular regions. In each

such rectangular region, 4 longest-run features are computed row wise, column

wise and along two of its major diagonals. The row wise longest-run feature

is computed by considering the sum of the lengths of the longest bars that fit

consecutive black pixels along each of all the rows of a rectangular region, as

illustrated in Fig: 2.14. The three other longest-run features are computed in

the same way but along the column wise and two major diagonal wise direc-

tions within the rectangle separately. Thus, total 9X4=36 longest-run features

are computed from each character image. A feed forward MLP (Multi Layer

Perceptron) is used for the classification of the characters.

Figure 2.13: An illustration for computation of the row wise longestrun feature.

The portion of a binary image enclosed within a rectangular region.

Figure 2.14: Every pixel position in each row of the image is marked with the

length of the longest bar that fits consecutive black pixels along the same row.

2.3.4 Topological feature extraction

Topological features can be used for Bangla character recognition. Some exam-

ples of topological features are junction points, holes, stroke segments, curva-

12



ture maxima, curvature minima etc. Here, stroke segments of a character are

used as topological feature [5]. At first, thinning is applied on a scanned char-

acter image to produce single pixel thick skeleton image [Fig: 2.15(b)]. Then,

straight line approximation is applied on the thinned image [Fig: 2.15(c)]. After

that, convex shape segments are segmented out from the straight line approx-

imation of the character image [Fig: 2.17]. The skeleton image with strokes

approximated as straight line segments can be represented as a graph with the

edges corresponding to the approximation points (i.e intersection points and

end points of the straight line segments). Using graph traversal, the strokes in

the skeleton image are identified.

Figure 2.15: Straight line approximation of skeleton images. (a) Input image,

(b) Skeleton image, (c) Straight line approximation.

The strokes are then partitioned into convex segments [Fig: 2.17]. Each convex

segment in the stroke is approximated by a shape prototype selected from a

fixed set of shape primitives [Fig: 2.16]. To identify best matching shape,a set

of parameters is computed. So, the feature vector will be a sequence of shape

primitives, one for each of the detected convex segments.

Figure 2.16: Different convex shape primitives.
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Figure 2.17: The top row shows the straight line approximations of a hand-

written and a printed Bangla character. The bottom row shows the identified

convex segments and the set of approximation points which belong to these

segments.

2.3.5 Gradient based feature extraction

Here, gradient of the gray scale image is used as feature [15]. The gray-scale

image of each handwritten character is normalized into 64X64 size. The Sobel

gradient operators are then used to compute the gradient. The Sobel operators

are two 3X3 weighted masks to compute the gradient components in horizontal

and vertical directions. The gradient values and directions are then computed.

The directions of gradient are divided into eight equi-length ranges. These

eight directional ranges are mapped to eight direction codes, which are integers

starting from 0 and ending at 7. Fig: 2.18 shows a basic Bengali character

represented by these direction codes obtained by the Sobel gradient operators.

Now, each character image (binary and normalized, as mentioned above) is

divided into 8X8=64 blocks, each block containing 8X8 pixels. The directions

corresponding to each of these 64 blocks are computed. We get 8 direction

values for these blocks (as explained above). We further reduce them from 8

to 4 directions in total, by considering d=d mod 4 so that the larger between

two opposite directions, namely d and d mod 4, map to the smaller between

them. That is, 0 and 4 are mapped to 0 only, 1 and 5 mapped to 1 only, and

so on. Thus, finally we get 4 direction codes for each block; and as there are

64 blocks, we get a total of 64X4=256 features.

14



Figure 2.18: A Bengali character represented by eight direction codes

(0, 1...6, 7), with the 0 information omitted (white fields inside) for sake of

clarity.

2.3.6 Feature extraction based on curvelet transform

Here, a feature extraction technique based on curvelet transform is introduced

[13]. Curvelets are good at representing edges in an image. Character recogni-

tion using curvelet transform is primarily dependent on the edge information.

Recognition accuracy of the characters can be increased by changing the edge

information in the spatial domain by morphologically thinned and thickened

and taking the curvelet transform of the changed versions of the image. For

each character image,there will be five sets of curvelet coefficients. These five

sets are used to train five KNN classifiers. The main idea behind using this

scheme is that, if a character is failed to be recognized in its original form from

its edge information, it may be recognized if the edge positions are slightly

varied.

2.4 Summary

In this chapter, several features of Bangla characters and the extraction tech-

niques of those features are described as we know, choice of a good feature can

increase the recognition accuracy of the OCR system profoundly. After study-

15



ing those features and their extraction techniques, we have chosen gradient of

edge pixels and connecting point distance of a character as our proposed fea-

tures. A thorough description about our proposed features and their extraction

technique will be discussed in the coming chapters.
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Chapter 3

Proposed Segmentation

Method and Features for

recognition

3.1 Introduction

Segmentation and Recognition of handwritten Bangla document is one of the

most challenging subject in the Optical Character Recognition System because

of the skewness of freestyle handwriting and the overlapping of different char-

acter components. Variation of writing style and complex character modifiers

of Bangla language complicate the segmentation process hardly. And huge

character set with complex and modified character increase the recognition

complexity.

Even though Bangla is one of the popular language around the world, there are

few proposal on Segmentation and Recognition for handwritten Bangla lan-

guage. There are two acceptable proposal character segmentation based on

water reservoir principle [17] and PLM [20].

In this chapter, we propose a writer independent scheme to segment handwrit-

ten Bangla script by following computation based techniques. Using Potential

Line Markers(PLMs), document is segmented into lines. Words are segmented

on average word size. Compute Junction Point in Matra zone and we seg-

ments the characters at those Junction Points. For recognition, Gradient and

Connecting Point features are used as feature. Gradient matrix is computed

applying sobel gradient operator. This angular information of pixel to pixel is

processed into 4 buckets which is used as Gradient feature. In extracting Con-
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necting Point feature, merged double gradient response indicates the presence

of connecting point in the character. Number of connecting points and their

inter-distance are Connecting Point feature. In recognition, 3-layer feedforward

Neural Network is fed with in total 50 features to recognise 50 different classes

of bangla handwritten character.

3.2 Pre-Processing

The color of document(page color and writing color) and the quality of doc-

ument image influence the recognition system. The widest contrast between

page color and handwriting color shows higher accuracy rate. And better qual-

ity document image without shadow effect also shows better accuracy. The

whole document of Bangla Handwriting script is prepared for segmentation

phase though few techniques.

3.2.1 Grayscale image and Binarization

The color documented is converted as grayscale image. Then using global

threshold using Otsu’s method [16] the document becomes an equivalent bi-

nary image where page color is brighter than the handwriting. In our exper-

iment, we observe that, for uniform document page color(background), global

threshold method more accurately distinguishes handwriting from background

than other methods. And for nonuniform document page color(e.g. watermark,

shadow), local threshold method performs better in distinguishes handwriting

from background.

3.2.2 Noise Removal

For bad quality document image and others, noise can be infused with the

document image. The isolated noise is removed by scanning whole document

pixel by pixel to detect black pixel which are unconnected in 8-neighbourhood

[9].

3.3 Segmentation

In segmentation phase, document is segmented in to lines, then words and at

last in characters. Segmentation process is mostly adapted from A. Rahman

et al. [20].

18



3.3.1 Line Segmentation and Word Segmentation

In Line Segmentation, the whole document is divided in several column seg-

ments [20] of average word width. Then Potential Line Marker(PLM) [20] of

each column segment is evaluated. Noisy PLMs are removed by using Noise

Removal Algorithm [20]. Adjacent PLMs are connected applying Construct-

Line Algorithm and Add new Marker Algorithm [20]. Thus each PLM’s length

becomes equal to the whole document’s width. Then portion of document be-

tween two adjacent PLM is cropped and thus whole document is segmented.

In perfectly line segmented document, we get a line of words, then a white gap

between lines, so on.

Figure 3.1: Line Segmentation

In each line of words, we search for white pixel column run (across the

width of the segmented line). Word resides between two white pixel column

runs which are not in consecutive column. Thus words of a line are segmented

[20].

Figure 3.2: Word Segmentation
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3.3.2 Character Segmentation

Before starting character segmentation, we apply a few preprocessing with mor-

phological filter [9][7][21] because they give better performance in character seg-

mentation. First, one step thicken morphological filter is applied to thicken the

handwriting. It connects the possibly disconnected letters of a word. Now we

evaluate Minimum Bounding Box [2] of each word. Then, inside the Minimum

Bounding Box of word skel morphological filter [3] and thin morphological filter

[11][19] are applied on the inverted character image. Skel morphological filter

removes pixels on the boundaries of objects but does not allow objects to break

apart; the remaining pixels make up the image skeleton. Thin morphological

filter thins objects to lines. It removes pixels so that an object without holes

shrinks to a minimally connected stroke, and an object with holes shrinks to a

connected ring halfway between each hole and the outer boundary.

In a word, bangla letters are connected by matra, so mode of vertical histogram

will be or near matra. That is how we evaluate matra of a word. Respect of

matra, a word is vertically divided in to two regions, Matra zone or Upper

zone and Lower zone. Matra zone is defined as from the uppermost point to

matra and Lower zone is from matra to lowermost point. Then Matra zone

is searched to detect junction point between two characters. Characters of a

word are segmented at these junction point [20].

Figure 3.3: Character Segmentation

3.4 Feature Extraction

Feature extraction is one the most important stage for any recognition sys-

tem. To recognise handwritten bangla character, we consider features which

are rotation invariant, translation invariant and scale invariant. Mainly differ-

ent angular and stationary information of edge pixels of characters are used

as features. For different handwriting styles, segmented character size of same

character varies over times. Moreover, in bangla, different character has differ-

ent size. Therefore, we resized each segmented character into (50× 50).
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3.4.1 Gradient of character pixel

Relative position of an edge pixel respect to its neighbouring edge pixels varies

from character to character. Human senses a character realizing edge pixel’s

relative position respect to its neighbouring edge pixel. Hence this angular

information of the edge pixels can be used to uniquely recognise individual

character.

3.4.1.1 Evaluating Gradient

Detecting change in intensity to identify edge pixels, first-order derivative or

gradient can be used. From the segmented character, skeleton image of the

character is formed, in which a line is a 1-pixel thick. Then sobel gradient

operator is applied to get gradient. First compute directional gradients,Gx and

Gy, with respect to the x-axis and y-axis. Here x-axis is defined along the

columns going right(horizontal) and the y-axis is defined along the rows going

down(vertical). Then the gradient magnitude,Gmag and gradient direction,Gdir

are then computed from their orthogonal components Gx and Gy[9].

Figure 3.4: Gradient of a pixel

3.4.1.2 Histogram of Gradient

Gradient Operator gives response when it encounters a pixel or edge. By the na-

ture of gradient operator for an edge, we get double responses(positive response

before the edge, zero positive response on the edge and negative response after

the edge; here scan is done top to bottom, left to right). So only the response

pixels from Gdir bear the relative angular pixel to pixel information.
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Figure 3.5: Double gradient response at contour pixels

Gdir contains angles in degrees within the range [−180, 180] measured coun-

terclockwise from the positive x-axis (horizontal). As Gdir is implicitly tangent

operation and in cartesian domain, prime period of periodic function tangent

is π; the range minimizes into [0, 180].

Based on the value of an angle, it is grouped into one of the 4 bucket corre-

sponding to 4 angular intervals of 45◦ (0◦-45◦ as bucket no. 1, 45◦-90◦ as bucket

no. 2, 90◦-135◦ as bucket no. 3, 135◦-180◦ as bucket no. 4). Total number of

angles in each bucket is the frequency of an angle of a bucket. This normalized

gradient histogram gives 4 features(4 buckets).

Figure 3.6: Histogram of Gradient

Rotation invariance of Gradient feature As rotation invariant of feature

is expected, this gradient feature has to maintain that. In a character, relative

position of a pixel with respect to its neighbouring pixels will not change if
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the character is rotated in any arbitrary directions. Hence relative angular

information(gradient direction) of the pixel with respect to its neighbouring

pixels will also not change. Moreover, rotation is a member of Rigid-Body

Transformation. So it will preserve pixel to pixel angle. Since relative angular

information does not change because of rotation, Gradient feature is rotation

invariant.

Figure 3.7: Rotation invariance of Gradient

Translation invariance of Gradient feature As the relative angular in-

formation is considered here, the actual coordinate of pixels does not influence

that. Whether pixels are near the origin(topmost and leftmost corner) or near

the end(bottommost and rightmost corner), the relative angular information

will still be same. And translation is also a member of Rigid-Body Trans-

formation. So it will definitely preserve pixel to pixel angle. Since relative

angular information does not change because of translation, Gradient feature

is translation invariant.

Scale invariance of Gradient feature Isotropic Scale is a member of Simil-

itude Transformation, it will preserve pixel to pixel angle. But for non-isotropic

scale, it will not preserve. Literally, Scale is a member of Linear Transforma-

tion which does not ensure about preserving angle. So different size of same

character will exhibit different pixel to pixel relative angular information. By

default, Gradient is not scale invariant. However, as we have fixed the size of

segmented character, different size of same character will be no more different.

All segmented character is now (50 × 50). Now gradient feature is indifferent

of scaling.
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Figure 3.8: Scale invariance of Gradient

3.4.2 Number and inter-distance of Connecting Points

In primitives, each character is composition of several lines. Lines can be

straight or curvy. That is why, in syntactic method [10] various primitives are

used for recognition and these primitives are composed by single or several

lines. However, these lines(primitives) are connecting with each other to form

a character. And these connecting points of these lines(primitives) and relative

position of these connecting points from one another are also district for each

character. Here we consider the number of connecting points of a character

and inter-distance among these connecting points as feature.

3.4.2.1 Connecting Point detection

Using sobel gradient operator, connecting point can be detect. We know that

each line gives double response for gradient operator and actual character pixel

has zero response. A typical column-wise run of gradient image is . . . 45 45

0 −90 −90 . . . ; where 0 is the actual character pixel and we get positive re-

sponse(gradient value) above it and negative response(gradient value) below it.

This can be expressed in regular expression as,

. . .
(
p+z∗n+

)
z+

(
p+z∗n+

)
z+

(
p+z∗n+

)
. . .

where p=positive gradient value, z=zero gradient value, n=negative gradient

value. And each (p+z∗n+) sequence is well separated by at-least one or more

consecutive zero gradient value.

When two lines are connected at a point, two double responses are merged and

this merged response is found before encountering the actual connecting point.

A typical column-wise merged response is look like . . . 135 161.56 −180 −180
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135 0 −45 −45 . . . ; which is like in regular expression as,

. . .
(
p+z∗n+

)
z+

(
p+z∗n+

) (
p+z∗n+

)︸ ︷︷ ︸ z+ (
p+z∗n+

)
. . .

where p=positive gradient value, z=zero gradient value, n=negative gradient

value. And in the merged response no zero gradient value is found in between

two (p+z∗n+) sequences. This merged response is the indication of a connect-

ing point.

First, we get the gradient response of the character(gradient direction,Gdir).

Then scan each column applying DFS [12] looking for merged response. If a

merged response is found, we consider the next column coordinate as connecting

point. Let, (xi, yj) is the actual coordinate of merged response where ith num-

ber of row and jth number of column. So, the connecting point is at (xi, yj+1).

In our experiment, we observe that the average number of connecting point in

bangla handwriting is below 10. We restrict maximum considered connecting

point at number 10. This number of connecting point is considered as a feature.

Figure 3.9: Detection of connecting point

3.4.2.2 Inter-distance calculation

After detecting the connecting points, we calculate the inter-distance between

connecting points. Using Euclidean distance method, inter-distance between

connecting point (xi, yj) and (xp, yq) is given by,

interdistance =
√

(xi − xp)2 + (yj − yq)2

We consider top-most 10 connecting point and measure distance in between

each of them. So from inter-distance, we get total 45(10C2) features. Now

using the number of connecting points and this 45 features, in total 46 features

is extracted by applying Connecting Point feature.
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Figure 3.10: Connecting Point Feature

Rotation invariance of Connecting Point feature Rotating the char-

acter in any arbitrary direction in any amount does not change the number

of connecting point as they are formed by connecting several lines. As rota-

tion is a member of Rigid-Body Transformation, it will preserve pixel to pixel

distance. Rotation may change the actual coordinate of pixels, but does not

change relative distance from pixel to pixel. So Connecting Point feature is

rotation invariant.

Figure 3.11: Rotation invariance of Connecting Point feature

Translation invariance of Connecting Point feature Translation maps

pixels in new coordinate position but still number of connecting points and

relative distance from pixel to pixel are unchanged. Moreover, like rotation,

translation is a member of Rigid-Body Transformation. So it is translation

invariant too.

Scale invariance of Connecting Point feature Being a member of Linear

Transformation class, Scale does not ensure about preserving distance. So

different size of same character will exhibit different pixel to pixel distance.

The number of connecting point is still unchanged. However, as we have fixed

the size of segmented character in (50 × 50), different size of same character

will be no more different. Thus inter-distance among connecting points will

not unchange.
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3.5 Recognition

For recognition, a Feedforward Neural Network(NN) is fed with the feature

vector. As our recognition is multi-classed and NN shows satisfactory accu-

racy rate in Bangla recognition [22], feedforward NN is chosen for handwritten

bangla recognition. Here, we have 50 features and class is considered as 50(total

number of bangla characters).

We use 3-layer NN with 2-layer hidden layers. Each of this hidden layer has

50 nodes each and use tan-sig(tangent sigmoid) activation function. In output

layer, linear activation function is used for 50 classes. For training, Levenberg-

Marquardt backpropagation [8] algorithm is used; although it uses much mem-

ory, it is faster with good accuracy. Training data is collected from DATABASE

[1], total 1000 sample bangla handwritten bangla character written by 50 dif-

ferent writer, 20 samples for each 50 class. Samples are randomly chosen for

training, validation and testing; where the relative ratios are 70%, 15%, 15%.

3.6 Summary

In this chapter, we proposed a writer independent recognition system for Bangla

handwriting. We preprocessed the document for removal of noise and back-

ground information. Then we segment the lines using PLM method. Using

average word size, words are segmented. Matra zone is detected and the junc-

tion points where the two characters touches are also determined to segment

the word into characters. For recognition, Gradient and Connecting Point fea-

tures are used. Applying sobel gradient operator, angular information of pixel

to pixel is extracted as Gradient feature. For Connecting Point feature, merged

double gradient response indicates the presence of connecting point. Number

of connecting points and their inter Euclidean distance are used as Connect-

ing Point feature. In recognition phase, 3-layer feedforward Neural Network is

used; where 50 features are fed to recognise 50 classes.
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Chapter 4

Experimental Results

4.1 Introduction

The proposed scheme of segmentation and recognition is tested mainly on free

style Bangla handwritten document image written by different individual. As

free style handwriting has skewness and overlapping, these complicated the pro-

cess to justify the efficiency of this schema. Even though sample handwritten

bangla document written by various writer from different background are very

difficult to find, various handwritten scripts samples are tested in our scheme

to train the recognition system for better accuracy. The proposed algorithm is

applied and tested in MATLAB. We find an appreciable accuracy in recognis-

ing bangla handwritten character.

In this chapter, experimental results of our proposed algorithm is shown. We

also analyze the output for various styles of handwriting.

4.2 Result of Binarization

In this stage, a full size bangla handwritten document is preprocessed. The doc-

ument goes through Grayscale, Binarization and Noise Removal steps. Finally

we get a binary(black and white) document of handwritten bangla.
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Figure 4.1: Sample Handwritten Bangla Document

Figure 4.2: Handwritten Bangla Document after Preprocessing
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4.3 Result of Segmentation

4.3.1 Result of Line Segmentation

The proposed algorithm works well for most of the input images and provides

high accuracy output for line segmentation. The output for line segmented

images shows that some lines are wrongly segmented that are not actually

lines because the gaps between two consecutive lines are bigger than usual gap

between two lines or lines are overlapped with each other. We tested a number

of sample scanned images of various writing style of different individuals and

found that the accuracy was almost 96% for line segmentation.

Figure 4.3: Handwritten Bangla Document applying PLM
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Figure 4.4: Handwritten Bangla Document segmented in Lines

4.3.2 Result of Word Segmentation

The proposed algorithm works also well in the word segmentation. It can

compute the word delimiter properly to segment the lines into words. As free-

style handwriting samples are taken so the distance between two consecutive

black pixel region are not always detect the proper words. Using our proposed

algorithm , the accuracy level of ward segmentation was also high and accuracy

rate is almost 92%.

Figure 4.5: Handwritten Bangla Document- Line 1,3,5 segmented in Words
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4.3.3 Result of Character Segmentation

In the case of character segmentation, our proposed algorithm works well. But

due to the skewness and overlapping of Bangla characters in handwritten script,

a few character and character modifiers are difficult to segment. Though the

accuracy rate is almost 65% to segment the words into characters.

Figure 4.6: Handwritten Bangla Document- Word1 segmented in Characters

4.4 Result Analysis

First, we analyse the result of line segmentation. Applying on various full size

bangla documents of various size written by wide range of individuals, we plot

number of actual lines in samples in x − axis and number of recognised lines

in y − axis. Now, the accuracy rate of line segmentation is calculated by,

Accuracy rate of Line Segmentation =
Number of recognised lines

Number of actual lines in samples
×100%

Figure 4.7: Handwritten Bangla Document- Line Segmentation Rate

Here, in our system, accuracy rate of Line Segmentation is 96%.

To analyse the result of word segmentation, we feed the segmented lines to

character segmentation process. And plot the result as number of actual words

in sample line in x − axis and number of recognised words in y − axis. Now,
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the accuracy rate of word segmentation is calculated by,

Accuracy rate of Word Segmentation =
Number of recognised words

Number of actual words in sample line
×100%

Figure 4.8: Handwritten Bangla Document- Word Segmentation Rate

Here, our system’s accuracy rate of Word Segmentation is 92%.

We plot the result of character segmentation as number of actual characters

in sample words in x− axis and number of segmented characters in y − axis.

Now, the accuracy rate of character segmentation is calculated by,

Accuracy rate of Character Segmentation =
Number of segmented characters

Number of actual characters in words
×100%

Figure 4.9: Handwritten Bangla Document- Character Segmentation Rate

Accuracy rate of Word Segmentation is 65% in our system. As we feed the

output of line segmentation into word segmentation system and the output
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of word segmentation into character segmentation system, the unrecognised

mistakes in any level propagate along the system. These decrease the accuracy

of our recognition system.

The accuracy of character recognition is given by,

Accuracy =
1

N

Number of training sets∑
k=1

Number of recognized characters

Number of actual characters
× 100%

In our recognition system, accuracy rate is about 62%. Due to low character

segmentation rate, our character recognition accuracy is also affected.

4.5 Summary

The proposed scheme of segmentation is tested mainly on free style Bangla

handwritten script image written by different individual. As free style hand-

writing has skewness and overlapping that complicate the process to justify the

efficiency of that schema. Various handwritten scripts samples are tested in our

scheme to gain the proper accuracy. Based on the line word and character seg-

mentation method ,our algorithm has gained a high accuracy of almost 96% for

line segmentation, 92% for word segmentation, 65% of character segmentation

and 62% of character recognition respectively.

In character segmentation the accuracy level is pretty low because of the

limitation of the detection a few characters. These characters are divided into

two pieces that cause a bad impact on recognizing the character.
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Chapter 5

Conclusion and Future Study

5.1 Findings

In this paper an effective scheme to recognise writer independent handwritten

Bangla script is proposed. This proposal is a total statistic free approach

where computational based techniques are implemented to segment the Bangla

script document into lines,words and characters; and angular and stationary

relative relation of character pixels are used to recognise. We use construct line

algorithm for the line segmentation and word delimiter to segment the line into

words. We also introduced a different approach of the blockage of vertical white

pixel flow to determine the Matra zone and ease the character segmentation

process. For recognition, pixel gradient information and relative inter-distance

between connecting point are introduced. Due to poor character segmentation

rate and simple feature types, the accuracy level is not high enough. So in

future we consider the constraint to make better accuracy on this method.

5.2 Future Study

A number of researcher worked with Bangla handwriting recognition system

but very few researchers became succeeded in properly recognition the Bangla

characters along with complex and modified characters. But our new algorithm

outputs accurate result even in cursive characters and skewed lines. It cant say

about which character modifier should be attached with which character mod-

ifiers. Different character size and different orientation are not recognizable

in our proposed system. If further research is done then it can be told which

character modifiers should be attached with character modifiers, different font

size can be correctly identified and oriented character can be recognised.
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Our next step will be to improve the Character segmentation technique and fea-

tures. Then we have planned to develop a Multi-resolution and Multi-Oriented

Handwritten Bangla Character Recognition approach to use the result of seg-

mentation process to build a complete OCR system. For contracting multi-

resolution and multi-Oriented character recognition system, two kinds of ap-

proaches are found:

• Wavelet method to detect multi-resolution [14]

• Circular and Convex hull feature to detect multi-orientation [18]

Our recognition accuracy will improve by following a satisfactory character

segmentation method that can properly segment the free style handwritten

characters even in the presence of skewness and overlapping of characters along

with features that can identify multi-resolution and multi-oriented character

even when complex and modified characters are present. Our future study will

be on finding satisfactory character segmentation approach and features that

will eventually maximize our character recognition rate to a satisfactory level.
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